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ABSTRACT 

Colon diseases significantly contribute to gastrointestinal disorders and, if undetected, can lead 

to serious complications. The diagnosis of colon diseases is critical for early treatment and 

improved patient outcomes. Wireless Capsule Endoscopy (WCE) has emerged as a non-

invasive and effective diagnostic tool. However, the manual interpretation of WCE images is 

time-intensive and prone to errors. Deep learning techniques offer promising solutions for 

automated analysis, but individual models often lack generalizability. This paper proposes a 

hybrid learning framework for classifying colon diseases by fusing features from multiple pre-

trained deep convolutional neural network models, aiming for robust and accurate 

classification of colon diseases. WCE images were processed using fused pre-trained VGG16 

and Inception V3 models to extract high-level deep convolutional features. Four machine 

learning classifiers were trained and evaluated on the fused features. Standard performance 

metrics were used for performance evaluation based on the proposed classification. Among the 

four classifiers, XG-Boost on the fused feature set achieved an accuracy of 0.96 for 

classification. Experimental results demonstrate the effectiveness of feature fusion and 

highlight the superior performance of the hybrid approach in accurately identifying colon 

diseases. This study contributes to advancing automated diagnostic systems, paving the way 

for more reliable and efficient clinical decision-making. 
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I. INTRODUCTION 

The healthcare domain is witnessing an increasing burden of gastrointestinal (GI) disorders, 

particularly colon-related diseases such as polyps, ulcers, and bleeding, which, if left 

undiagnosed or untreated, can lead to severe complications, including colorectal cancer. 

Colorectal cancer remains one of the leading causes of cancer-related deaths globally, 

emphasizing the critical need for early diagnosis and intervention. Traditional diagnostic 

methods, such as colonoscopy, while effective, are invasive and often uncomfortable for 

patients, deterring many from undergoing timely examinations. In this context, Wireless 

Capsule Endoscopy (WCE) has emerged as a non-invasive alternative, offering a 

comprehensive visual examination of the GI tract through a swallowable capsule equipped with 

a miniature camera. This innovation has revolutionized diagnostic procedures by reducing 

patient discomfort and enabling broader diagnostic reach [1]. Despite its advantages, WCE 

introduces a significant challenge: the enormous volume of data generated during each 

procedure. A single WCE examination produces thousands of images, demanding extensive 
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manual review by clinicians. This process is time-consuming, labor-intensive, and susceptible 

to human error, resulting in variability in diagnostic accuracy. These limitations underscore the 

need for automated, intelligent systems that can efficiently and accurately analyze WCE images 

to assist clinicians in the diagnostic process [2].  

In recent years, Artificial Intelligence (AI) and Deep Learning (DL) have demonstrated 

remarkable capabilities in medical image analysis. Specifically, Deep Convolutional Neural 

Networks (DCNNs), such as VGG16 and Inception V3, have achieved state-of-the-art 

performance in feature extraction and image classification tasks across various domains [3]. 

These pre-trained models, developed using large-scale datasets like ImageNet, are particularly 

effective in transfer learning scenarios, where knowledge from general datasets is adapted to 

specific domains, including medical imaging. By leveraging their deep hierarchical 

architectures, these models capture intricate patterns and features from input images, making 

them well-suited for WCE image analysis [4]. However, while DCNNs have shown promise, 

their standalone application in domain-specific tasks such as WCE image classification faces 

several challenges, Data Scarcity and Overfitting, Computational Complexity and Lack of 

Interpretability. To address these challenges, hybrid learning frameworks have gained traction. 

A hybrid learning approach combines the powerful feature extraction capabilities of deep 

learning models with the interpretability and efficiency of traditional machine learning 

classifiers. This approach provides a balanced trade-off between accuracy, computational 

feasibility, and model transparency. The primary contributions of this paper are: 

 Design a hybrid learning framework for colon disease classification using fused deep 

convolutional features from VGG16 and Inception V3. 

 Evaluate the effectiveness of fused deep convolutional features from VGG16 and 

Inception V3 in representing WCE images for colon disease classification. 

 Compare the classification performance of RF, XGBoost, DT, and SVM on the fused 

feature set. 

The remainder of this paper is organized as follows: Section 2 offers the existing literature with 

its methodology. Section 3 details the methodology, including feature extraction techniques 

and the machine learning models employed. Section 4 presents the experimental results and 

the findings in the context of clinical applicability. Finally, Section 5 concludes the paper with 

future research directions and potential improvements to the proposed approach. 

 

II. LITERATURE REVIEW 

WCE-based automated systems for colon disease classification are an active area of research. 

Current research methods often suffer from limited generalization due to dataset-specific 

training and the lack of robust feature representation. This section discusses the colon disease 

classification using machine learning and deep learning approaches. 

Two novel architectures are developed for polyp and surgical instrument segmentation to aid 

colorectal cancer diagnosis, assessment, and treatment [5]. A novel computer-aided approach 

is presented with ROI-based color histogram and SVM2 to find the cancer tumor in WCE 
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images [6]. A new computer-based diagnosis method is proposed for the detection and 

classification of gastrointestinal diseases from WCE images [7]. A new computer-aided 

diagnosis method for abnormalities detection in WCE images is proposed based on extreme 

learning machine [8]. A novel technique is proposed to improve the quality of images captured 

by the WCE [9]. The aim of the study was to develop an algorithm and identify features that 

discriminate between pediatric UC and colonic Crohn disease (CD) [10]. The study aims to 

design and develop a generalized multiclass CNN classification algorithm to be used in CAD 

system for diagnosis of various GI tract diseases by analyzing WCE GI tract images with 

varying tract lining lesions [11]. The optimized methodology introduced for the detection of 

both colorectal and gastric cancers. Our performance metrics analysis reveals remarkable 

results [12]. 

A convolutional neural network presented capable of classifying the CE images to identify 

those affected by lesions indicative of the disease [13]. The aim of the study is to develop a 

machine-learning (ML) model based on chemical descriptors that will recognize CRC-

associated metabolites [14]. A cost-effective computer-aided detection system is proposed 

based on machine learning for the classification of colorectal cancer tissues [15]. The gene 

expression profiling data used from The Cancer Genome Atlas (TCGA) for the diagnosis of 

colon cancer and its staging [16]. The classification of colon cancer tissues by means of 

machine learning approaches is evaluated [17]. An efficient, robust, and light-weight multi-

class classification framework is proposed for screening different gastrointestinal diseases [18]. 

A robust colon cancer diagnosis method is presented based on the feature selection method 

[19]. Hybrid methodologies (CNN–FFNN and CNN–XGBoost) were developed based on the 

GVF algorithm and achieved promising results for diagnosing disease based on endoscopy 

images of gastroenterology [20]. The latest progress in AI in diagnosing and treating CRC is 

reviewed based on a systematic collection of previous literature [21]. The study aimed to 

predict metastasis in CRC patients using machine learning (ML) approaches in terms of 

demographic and clinical factors [22]. 

The objective of the paper was to develop computer-aided diagnostic (CAD) tools for 

automated analysis of capsule endoscopic (CE) images, more precisely, to detect small 

intestinal abnormalities like bleeding [23]. A deep learning model was developed based on 

convolutional neural network architecture to accurately classify and detect colon cancer [24]. 

To explore whether machine learning models using serological markers can predict the relapse 

of Ulcerative colitis (UC) [25]. A hybrid ensemble feature extraction model is introduced to 

efficiently identify lung and colon cancer, integrating deep feature extraction and ensemble 

learning with high-performance filtering for cancer image datasets [26]. The novel sparse 

coded features are proposed to detect bleeding in WCE images using Scale-Invariant Feature 

Transform (SIFT) based key points as regions of interest. The SIFT and uniform Local Binary 

Pattern (LBP) features are computed around the key points using support vector machine 

(SVM) classification [27]. An automated system is proposed based on Gaussian mixture model 

super-pixels for bleeding detection and segmentation of candidate regions [28]. A deep neural 

network approach proposed a model named BIR (bleedy image recognizer) that combines 

MobileNet with a custom-built convolutional neural network (CNN) model to classify WCE 

bleedy images [29]. 
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METHODOLOGY 

The proposed framework for classification of Gastrointestinal Tract or Colon Diseases Images 

based on WCE images is defined as shown in Figure 1.  

 

Figure 1: Hybrid Learning Approach for Classification of Colon Disease 

A. Dataset 

The dataset was sourced from Kaggle, titled WCE Curated Colon Disease Dataset Deep 

Learning. The dataset is comprised of WCE images from data source [30]. The dataset is 

comprised of 4 different classes which are Normal, Ulcerative Colitis, Polyps and Esophagitis. 

The dataset is comprised of training, validation, and testing sets. The training dataset consists 

of 800 images for each class, totaling 3200 images overall. The validation set is made up of 

500 images for each class, totaling up to 2000 images. The test set is made up of 200 images 

for each class, totaling up to 800 images. The quantity of images for all classes in all 3 sets are 

balanced. The images vary in terms of width and height. 

B. Image Preprocessing 

Feature engineering for a dataset of Wireless Capsule Endoscopy (WCE) images labeled with 

colon disease classes involves extracting meaningful features from the images that can be used 

to train machine learning or deep learning models. In this context, image preprocessing and 

feature extraction are the key component operations. The image dimensions are normalized to 

ensure consistency across the dataset. The pixel values are scaled in a range between 0 and 1, 

to improve the model's ability to learn. 
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C. Feature Extraction - Deep Convolutional Neural Network (CNN) 

The pre-trained Deep CNN models are used to extract the features from an image. It was loaded 

with weights from ImageNet and configured to exclude their fully connected layers, retaining 

only the convolutional layers. The WCE images are passed through each model to extract deep 

convolutional features from the feature layer of the individual model, which represent high-

level patterns in the images. A convolutional neural network with 16 layers that specializes in 

extracting fine-grained spatial features. It is characterized by its depth, consisting of 16 layers, 

including 13 convolutional layers and 3 fully connected layers. The model’s architecture 

features a stack of convolutional layers followed by max-pooling layers, with progressively 

increasing depth. This design enables the model to learn intricate hierarchical representations 

of visual features, leading to robust and accurate predictions. Figure 2 shows the VGG-16 

architecture composing a set of convolution and max pooling feature layers and a fully 

connected layer as a classification layer.   

 

Figure 2: VGG 16 architecture 

A deeper and more complex network designed to capture multi-scale features through its 

inception modules. Inception-v3 is a pre-trained convolutional neural network that is 48 layers 

deep. This pretrained network can classify images into 1000 object categories, such as 

keyboard, mouse, pencil, and many animals. As a result, the network has learned rich feature 

representations for a wide range of images. The network has an image input size of 299-by-

299. The model extracts general features from input images in the first part and classifies them 

based on those features. Figure 3 shows the architecture layers of the Inception-v3 deep 

learning model consists of feature and classification layers. 
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Figure 3: Inception V3 architecture 

D. Feature Fusion 

The feature vectors from VGG16 and Inception V3 are concatenated to create a unified 

representation. This fused feature vector combines the strengths of both models, capturing 

complementary information. The fused feature vectors are scaled to have zero mean and unit 

variance, ensuring compatibility with machine learning classifiers. 

E. Feature Splitting 

Feature splitting is a technique used in machine learning and data preprocessing to divide 

features into subsets, which can then be processed separately or used in different stages of a 

machine learning pipeline. This technique is especially useful when dealing with high-

dimensional data, heterogeneous data types, or when certain features are more relevant to 

specific tasks within a model. The dataset is splitted into training and test sets (e.g., 70% 

training, 30% testing). 

F. Machine Learning Modelling 

Random Forest Classifier: Random Forest is an ensemble bagging method that combines 

multiple decision trees trained on bootstrapped subsets of the data. Predictions are aggregated 

via majority voting, reducing variance and overfitting. This makes the model more robust and 

accurate for classification tasks. 

XG Boost Classifier: XGBoost is a boosting-based ensemble that trains weak learners 

sequentially, with each focusing on correcting errors from previous models. The final 

prediction is a weighted combination of all learners, improving accuracy and handling difficult 

cases effectively. 

Decision Tree Classifier: Decision Tree is a supervised algorithm that splits data based on 

feature tests, forming a tree structure of decisions. Each leaf node represents a class label or 

probability, making it easy to interpret and useful for classification and regression. 

Multi-kernel Support Vector Machine Classifier: MK-SVM extends SVM by combining 

multiple kernel functions to capture different patterns in the data. The model learns optimal 
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kernel weights, enhancing flexibility and improving classification performance across diverse 

datasets. 

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

The objective is to develop a prediction model to classify healthy and colon tissue images using 

various machine learning techniques. Experiments were conducted on a system with at least 

Intel Core i5 CPU, 16 GB RAM, PyCharm, Anaconda, OpenCV, and Scikit-learn. Classifier 

performance was evaluated using 70:30 train-test split with cross-validation. The WCE Curated 

Colon Disease Dataset [39] served as the benchmark for assessment. To evaluate colon disease 

classification using WCE images, common performance metrics include: Accuracy, the 

proportion of correctly classified instances; Precision, the ratio of true positives to all positive 

predictions; Recall, the proportion of actual positives correctly identified; and F1-Score, the 

harmonic mean of precision and recall, balancing both metrics for imbalanced datasets. 

Formulas: 

�������� =
TP + TN

TP + TN + FP + FN
 

��������� =
TP

TP + FP
 

������ =
TP

TP + FN
 

 �1����� = 2 ×
��������� × ������

��������� + ������
 

The evaluation results of binary classification models trained on fused deep convolutional 

features extracted from VGG16 and InceptionV3 architectures. These deep features, when 

combined, provide enriched and abstract representations of WCE images, significantly 

improving the discrimination between healthy and unhealthy colon tissues. The performance 

is assessed using confusion matrices on both training and test data and further validated through 

ROC curve analysis, highlighting the robustness of the proposed feature fusion strategy across 

various classifiers. 

Figure 4 represents the multiclass classification confusion matrix for all four classifiers listed 

below. It shows the relationship between actual output with predicted output which is 

categorized into four output classes, ‘esophagitis’, ‘normal’, ‘polyps’, and ‘ulcerative colitis’. 
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(a)Random Forest Classifier 

 

 

(b) XG-Boost Classifier 
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(c)Decision Tree Classifier 

 

 
(d) Multi-kernel SVM Classifier 

Figure 4: Multi-class classification-based confusion matrix using (a) Random Forest Classifier 

(b) XG-Boost Classifier (c) Decision Tree Classifier (d) Multi-kernel SVM 

Tables 1 to 4 show the multiclass classification performance using all four classifiers with 

precision, recall, and f-score performance measures for the four output classes shown in the 

confusion matrix. MK-SVM and RF show better classification performance compared to the 

other two machine learning classifiers. 

Table 1: Classification report based on multi-classification using Random Forest 

Output Class Precision Recall F-score 

Esophagitis 0.95 0.97 0.96 

Normal 0.98 1.00 0.99 
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Polyps 0.86 0.86 0.86 

Ulcerative 

Colitis 

0.93 0.89 0.91 

 

Table 2: Classification report based on multi-classification using XG-Boost 

Output Class Precision Recall F-score 

Esophagitis 0.97 0.97 0.97 

Normal 0.96 1.00 0.98 

Polyps 0.92 0.94 0.93 

Ulcerative 

Colitis 

0.98 0.91 0.94 

 

 

 

Table 3: Classification report based on multi-classification using Decision Tree 

Output Class Precision Recall F-score 

Esophagitis 0.91 0.84 0.87 

Normal 0.88 0.86 0.87 

Polyps 0.60 0.69 0.64 

Ulcerative 

Colitis 

0.73 0.71 0.72 

 

Table 4: Classification report based on multi-classification using Multi-kernel SVM 

Output Class Precision Recall F-score 

Esophagitis 0.97 0.95 0.96 

Normal 1.00 1.00 1.00 

Polyps 0.91 0.89 0.90 

Ulcerative 

Colitis 

0.87 0.91 0.89 

 

Table 5 shows the multiclass classification performance in terms of overall accuracy among all 

classifiers, showing the best value of 0.9562 for the XG Boost classifier compared to other 

classifiers as shown in Figure 5. 

Table 5: Overall Accuracy Evaluation of Multi-class Classification 

ML Classifier 

Models 

 Accuracy Precision Recall F-score 

GIS SCIENCE JOURNAL ISSN NO : 1869-9391

VOLUME 12, ISSUE 8, 2025 PAGE NO: 402



Random Forest 0.9312 0.9308 0.9312 0.9308 

XG Boost 0.9562 0.9568 0.9562 0.9560 

Decision Tree 0.775 0.7833 0.775 0.7781 

Multi-kernel 

SVM 

0.9375 0.9383 0.9375 0.9377 

 

 

Figure 7: Overall accuracy performance in multi-class classification 

 

V. CONCLUSION 

This paper presents a novel hybrid learning framework for colon disease classification from 

WCE images. By fusing deep convolutional features from VGG16 and Inception V3 and 

leveraging machine learning classifiers, the proposed method achieves high accuracy in 

distinguishing between healthy and diseased tissue, and the model achieves superior 

performance compared to traditional methods. The results demonstrated that only XG-Boost 

performed better in multi-class classification with a 0.96 accuracy rate. The results underline 

the potential of combining deep learning and traditional approaches for medical image analysis. 

The proposed approach balances computational efficiency, accuracy, and interpretability, 

making it a promising tool for clinical diagnostics. This highlights the significant potential of 

deep learning models in medical image analysis, particularly in the context of gastrointestinal 

diagnostics. 

Future work will focus on expanding the dataset, incorporating temporal information from 

WCE videos, and exploring lightweight models for real-time applications. Also, real-time 

deployment and integration with electronic health records are explored for a comprehensive 

diagnostic system. 

 

0

0.2

0.4

0.6

0.8

1

1.2

 Accuracy Precision Recall F-score

Overall Performance Evaluation

Random Forest XG Boost Decision Tree Multi-kernel SVM

GIS SCIENCE JOURNAL ISSN NO : 1869-9391

VOLUME 12, ISSUE 8, 2025 PAGE NO: 403



REFERENCES 

[1] Lei, I. I., Nia, G. J., White, E., Wenzek, H., Segui, S., Watson, A. J., Koulaouzidis, A., & 

Arasaradnam, R. P. (2022). Clinicians’ Guide to Artificial Intelligence in Colon Capsule 

Endoscopy—Technology Made Simple. Diagnostics, 13(6), 1038. 

https://doi.org/10.3390/diagnostics13061038. 

[2] Moen S, Vuik FER, Kuipers EJ, Spaander MCW. Artificial Intelligence in Colon Capsule 

Endoscopy-A Systematic Review. Diagnostics (Basel). 2022 Aug 17;12(8):1994. doi: 

10.3390/diagnostics12081994. PMID: 36010345; PMCID: PMC9407289. 

[3] Tharwat, M., Sakr, N. A., Soliman, H., Kwak, K., & Elmogy, M. (2021). Colon Cancer 

Diagnosis Based on Machine Learning and Deep Learning: Modalities and Analysis 

Techniques. Sensors, 22(23), 9250. https://doi.org/10.3390/s22239250. 

[4] Hwang, Y., Park, J., Lim, Y. J., & Chun, H. J. (2018). Application of Artificial Intelligence 

in Capsule Endoscopy: Where Are We Now? Clinical Endoscopy, 51(6), 547-551. 

https://doi.org/10.5946/ce.2018.173. 

[5] Haider, A., Arsalan, M., Nam, S. H., Hong, J. S., Sultan, H., & Park, K. R. (2023). Multi-

scale feature retention and aggregation for colorectal cancer diagnosis using 

gastrointestinal images. Engineering Applications of Artificial Intelligence, 125, 106749. 

https://doi.org/10.1016/j.engappai.2023.106749. 

[6] Shanmuga Sundaram, P., Santhiyakumari, N. An Enhancement of Computer Aided 

Approach for Colon Cancer Detection in WCE Images Using ROI Based Color Histogram 

and SVM2. J Med Syst 43, 29 (2019). https://doi.org/10.1007/s10916-018-1153-9. 

[7] Khan, M.A., Rashid, M., Sharif, M. et al. Classification of gastrointestinal diseases of 

stomach from WCE using improved saliency-based method and discriminant features 

selection. Multimed Tools Appl 78, 27743–27770 (2019). https://doi.org/10.1007/s11042-

019-07875-9. 

[8] Ellahyani, A., Jaafari, I.E., Charfi, S. et al. Detection of abnormalities in wireless capsule 

endoscopy based on extreme learning machine. SIViP 15, 877–884 (2021). 

https://doi.org/10.1007/s11760-020-01809-x. 

[9] R. Ezatian, D. Khaledyan, K. Jafari, M. Heidari, A. Z. Khuzani and N. Mashhadi, "Image 

quality enhancement in wireless capsule endoscopy with Adaptive Fraction Gamma 

Transformation and Unsharp Masking filter," 2020 IEEE Global Humanitarian 

Technology Conference (GHTC), Seattle, WA, USA, 2020, pp. 1-7, doi: 

10.1109/GHTC46280.2020.9342851. 

[10] Dhaliwal J, Erdman L, Drysdale E, Rinawi F, Muir J, Walters TD, Siddiqui I, Griffiths 

AM, Church PC. Accurate Classification of Pediatric Colonic Inflammatory Bowel 

Disease Subtype Using a Random Forest Machine Learning Classifier. J Pediatr 

Gastroenterol Nutr. 2021 Feb 1;72(2):262-269. doi: 10.1097/MPG.0000000000002956. 

PMID: 33003163. 

[11] R. K. Dey, M. E. Rana and V. A. Hameed, "Analysing Wireless Capsule Endoscopy 

Images Using Deep Learning Frameworks to Classify Different GI Tract Diseases," 2023 

17th International Conference on Ubiquitous Information Management and 

Communication (IMCOM), Seoul, Korea, Republic of, 2023, pp. 1-7, doi: 

10.1109/IMCOM56909.2023.10035572. 

GIS SCIENCE JOURNAL ISSN NO : 1869-9391

VOLUME 12, ISSUE 8, 2025 PAGE NO: 404



[12] Rai, H. M., & Yoo, J. (2022). Analysis of Colorectal and Gastric Cancer Classification: A 

Mathematical Insight Utilizing Traditional Machine Learning Classifiers. Mathematics, 

11(24), 4937. https://doi.org/10.3390/math11244937. 

[13] Marin-Santos, D., Contreras-Fernandez, J.A., Perez-Borrero, I. et al. Automatic detection 

of crohn disease in wireless capsule endoscopic images using a deep convolutional neural 

network. Appl Intell 53, 12632–12646 (2023). https://doi.org/10.1007/s10489-022-04146-

3. 

[14] Yang, R., Tsigelny, I. F., Kesari, S., & Kouznetsova, V. L. (2024). Colorectal Cancer 

Detection via Metabolites and Machine Learning. Current Issues in Molecular Biology, 

46(5), 4133-4146. https://doi.org/10.3390/cimb46050254. 

[15] Reddy, N.S.S., Manoj, A.V.S., Sowmya, V. (2024). Classification of Colorectal Cancer 

Tissue Utilizing Machine Learning Algorithms. In: Garg, D., Rodrigues, J.J.P.C., Gupta, 

S.K., Cheng, X., Sarao, P., Patel, G.S. (eds) Advanced Computing. IACC 2023. 

Communications in Computer and Information Science, vol 2054. Springer, Cham. 

https://doi.org/10.1007/978-3-031-56703-2_32. 

[16] Su, Y., Tian, X., Gao, R., Guo, W., Chen, C., Chen, C., Jia, D., Li, H., & Lv, X. (2022). 

Colon cancer diagnosis and staging classification based on machine learning and 

bioinformatics analysis. Computers in Biology and Medicine, 145, 105409. 

https://doi.org/10.1016/j.compbiomed.2022.105409. 

[17] A. Tripathi, A. Misra, K. Kumar and B. K. Chaurasia, "Colon Cancer Tissue Classification 

Using ML," 2023 6th International Conference on Information Systems and Computer 

Networks (ISCON), Mathura, India, 2023, pp. 1-6, doi: 

10.1109/ISCON57294.2023.10112181. 

[18] A. Malviya, N. Sengar, M. K. Dutta, R. Burget and V. Myska, "Deep Learning Based 

Gastro Intestinal Disease Analysis Using Wireless Capsule Endoscopy Images," 2022 45th 

International Conference on Telecommunications and Signal Processing (TSP), Prague, 

Czech Republic, 2022, pp. 221-225, doi: 10.1109/TSP55681.2022.9851383. 

[19] Mohamed, A. A., Hançerlioğullari, A., Rahebi, J., Ray, M. K., & Roy, S. (2022). Colon 

Disease Diagnosis with Convolutional Neural Network and Grasshopper Optimization 

Algorithm. Diagnostics, 13(10), 1728. https://doi.org/10.3390/diagnostics13101728. 

[20] Ahmed, I. A., Senan, E. M., & Shatnawi, H. S. (2022). Hybrid Models for Endoscopy 

Image Analysis for Early Detection of Gastrointestinal Diseases Based on Fused Features. 

Diagnostics, 13(10), 1758. https://doi.org/10.3390/diagnostics13101758. 

[21] Yin, Z., Yao, C., Zhang, L., & Qi, S. (2023). Application of artificial intelligence in 

diagnosis and treatment of colorectal cancer: A novel Prospect. Frontiers in Medicine, 10. 

https://doi.org/10.3389/fmed.2023.1128084. 

[22] Talebi, R., A., C., Akbari, A., Talebi, A., Borumandnia, N., & Pourhoseingholi, M. A. 

(2024). Machine learning-based classifiers to predict metastasis in colorectal cancer 

patients. Frontiers in Artificial Intelligence, 7, 1285037. 

https://doi.org/10.3389/frai.2024.1285037. 

[23] Ghosh T, Chakareski J. Deep Transfer Learning for Automated Intestinal Bleeding 

Detection in Capsule Endoscopy Imaging. J Digit Imaging. 2021 Apr;34(2):404-417. doi: 

10.1007/s10278-021-00428-3. Epub 2021 Mar 16. PMID: 33728563; PMCID: 

PMC8290011. 

GIS SCIENCE JOURNAL ISSN NO : 1869-9391

VOLUME 12, ISSUE 8, 2025 PAGE NO: 405



[24] Subrata Sinha, et.al. A Machine Learning Approach for Detection and Classification of 

Colon Cancer using Convolutional Neural Network Architecture. Journal of Electrical 

Systems (JES). 2024. Vol. 20 No. 7s (2024). DOI: https://doi.org/10.52783/jes.3543. 

[25] Pang W, Zhang B, Jin L, Yao Y, Han Q, Zheng X. Serological Biomarker-Based Machine 

Learning Models for Predicting the Relapse of Ulcerative Colitis. J Inflamm Res. 2023 

Aug 21;16:3531-3545. doi: 10.2147/JIR.S423086. PMID: 37636275; PMCID: 

PMC10455884. 

[26] Talukder, M. A., Islam, M. M., Uddin, M. A., Akhter, A., Hasan, K. F., & Moni, M. A. 

(2022). Machine learning-based lung and colon cancer detection using deep feature 

extraction and ensemble learning. Expert Systems With Applications, 205, 117695. 

https://doi.org/10.1016/j.eswa.2022.117695. 

[27] Patel, A., Rani, K., Kumar, S. et al. Automated bleeding detection in wireless capsule 

endoscopy images based on sparse coding. Multimed Tools Appl 80, 30353–30366 (2021). 

https://doi.org/10.1007/s11042-020-09605-y. 

[28] Rathnamala S, Jenicka S. Automated bleeding detection in wireless capsule endoscopy 

images based on color feature extraction from Gaussian mixture model superpixels. Med 

Biol Eng Comput. 2021 Apr;59(4):969-987. doi: 10.1007/s11517-021-02352-8. Epub 

2021 Apr 10. PMID: 33837919. 

[29] F. Rustam et al., "Wireless Capsule Endoscopy Bleeding Images Classification Using 

CNN Based Model," in IEEE Access, vol. 9, pp. 33675-33688, 2021, doi: 

10.1109/ACCESS.2021.3061592. 

[30] J. Silva, A. Histace, O. Romain, X. Dray and B. Granado, "Toward embedded detection of 

polyps in WCE images for early diagnosis of colorectal cancer", International Journal of 

Computer Assisted Radiology and Surgery, vol. 9, no. 2, pp. 283-293, 2013. 

doi:10.1007/s11548-013-0926-3. 

GIS SCIENCE JOURNAL ISSN NO : 1869-9391

VOLUME 12, ISSUE 8, 2025 PAGE NO: 406




