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Abstract: The rapid evolution of cyber threats, particularly those hidden within encrypted and dynamic 

network traffic, has challenged the effectiveness of traditional intrusion detection systems. Signature-based 

approaches fail against zero-day attacks, while supervised machine learning methods rely heavily on labelled 

datasets that are often scarce or outdated. To address these limitations, this study proposes a hybrid self-

supervised and rule-based anomaly detection framework designed for real-time monitoring of network traffic. 

The framework employs an autoencoder trained on normal traffic patterns, where deviations in reconstruction 

loss signal potential anomalies. A statistical thresholding mechanism, enables adaptive classification without 

manual tuning. Complementing this, a rule-based detection module identifies anomalies using domain-specific 

knowledge, including irregular packet sizes, suspicious port usage, and abnormal traffic frequency. The 

integration of both approaches ensures balanced detection, combining adaptability with interpretability. 

Experiments conducted on the CICIDS 2017 dataset and a custom dataset with injected anomalies demonstrate 

the practicality of the framework, achieving approximately 75% accuracy. Although precision and recall 

remain challenging in noisy environments, the hybrid design provides robustness and transparency. A Flask-

based visualization dashboard further enhances usability, supporting real-time analysis for researchers and 

network administrators. 
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1. Introduction: 

With the explosive growth of internet traffic, modern networks face increasing risks from sophisticated 

cyberattacks that often bypass traditional security systems. Conventional intrusion detection approaches, such 

as signature-based and supervised models, struggle with zero-day threats and depend heavily on labelled 

datasets. To overcome these challenges, hybrid frameworks that combine self-supervised learning with rule-

based techniques offer a promising solution. This study explores such a framework using autoencoder 

reconstruction learning for anomaly detection, complemented by rule-based checks. The design emphasizes 

adaptability, interpretability, and real-time monitoring [1], making it practical for dynamic and high-volume 

network environments.  The exponential growth of internet usage in recent years has dramatically increased 

the volume, diversity, and complexity of network traffic. While this expansion has enabled seamless global 

communication, it has also created fertile ground for sophisticated cyberattacks. Modern attackers increasingly 

rely on encrypted communication, dynamic port switching, and advanced evasion techniques, which 

significantly reduce the effectiveness of traditional security mechanisms. Intrusion Detection Systems (IDS), 

which form a core layer of defense in network security [2], face serious limitations in coping with such 

evolving threats. Conventional signature-based IDS models can only identify known attack patterns and are 

incapable of detecting zero-day or previously unseen threats. Similarly, supervised machine learning 

approaches demand large amounts of labelled training data [3], which are costly, time-consuming, and often 

impractical to obtain in real-world environments. 
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These limitations highlight the pressing need for anomaly detection systems that can function reliably without 

requiring labelled data, adapt quickly to dynamic network conditions, and remain interpretable for security 

practitioners. In this context, self-supervised learning techniques have emerged as a powerful alternative. By 

training models to learn the inherent structure of normal network traffic, these methods can detect deviations 

that indicate possible anomalies or intrusions. Autoencoders, in particular, have shown promise in this space 

by reconstructing input data and flagging traffic with high reconstruction errors as anomalous. However, while 

self-supervised models excel at adaptability, they often lack transparency and may misclassify anomalies in 

noisy traffic environments. To address this gap, hybrid approaches that combine the adaptability of machine 

learning with the interpretability of rule-based systems are gaining attention. Rule-based systems, despite 

being rigid, capture domain knowledge effectively and excel at detecting clear, well-defined anomalies such 

as suspicious port usage or abnormal packet sizes. By integrating rule-based detection [4] with self-supervised 

anomaly detection, it becomes possible to design a system that balances accuracy, interpretability, and real-

time usability. 

This research introduces a hybrid self-supervised and rule-based framework for real-time anomaly detection 

in network traffic. The framework employs an autoencoder trained on normal packet flows to identify 

anomalies based on reconstruction loss. A statistical thresholding mechanism, based on the 90th percentile of 

the loss distribution, is applied to adaptively classify traffic as normal or anomalous without manual fine-

tuning. In parallel, a rule-based module evaluates packets against domain-specific criteria, such as unusual 

packet size distributions, suspicious ports, and high packet frequencies. The combination of both approaches 

not only enhances anomaly detection but also improves interpretability, making the system more practical for 

real-world deployment. The proposed framework is evaluated using the CICIDS 2017 benchmark dataset [5] 

alongside a custom dataset with injected anomalies to simulate realistic attack scenarios. Experimental results 

demonstrate that while the autoencoder-based system alone achieves approximately 75% accuracy, its 

precision and recall suffer in complex, noisy environments. The rule-based module [6] performs better on 

obvious anomalies but lacks flexibility. The hybrid approach, however, combines their strengths, offering 

more balanced detection and providing insights into both machine-learned and rule-based decision processes.  

A key feature of this study is its focus on real-time applicability and usability [7]. A Flask-based visualization 

dashboard was developed to present metrics such as accuracy, precision, recall, and F1-score, alongside 

graphical outputs like loss curves, histograms, and confusion matrices. This dashboard enables network 

administrators and researchers to monitor system performance intuitively, bridging the gap between theoretical 

models and practical deployment. 

In summary, the contributions of this work are threefold: 

1. A lightweight autoencoder-based anomaly detection method using self-supervised reconstruction 

learning [8]. 

2. A complementary rule-based detection module that leverages domain knowledge to improve 

interpretability. 

3. An integrated hybrid framework with a real-time visualization dashboard [9], making the solution both 

technically robust and user-friendly. 

By combining the strengths of machine learning and rule-based detection, this framework demonstrates a 

scalable and extensible approach to anomaly detection in modern, high-volume network environments. Future 
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directions include improving detection performance using ensemble learning, integrating real-time packet 

capture, and extending the rule-based module to handle advanced, encrypted attack patterns.  

 

2. Literature Survey: 

The rapid digital transformation of modern society has led to an unprecedented rise in network traffic [10], 

making cybersecurity a critical area of research. Traditional security tools, once sufficient for identifying 

threats, are now struggling to cope with the sophistication of contemporary cyberattacks. This has spurred 

extensive research into anomaly detection systems, which aim to identify malicious or abnormal behaviour 

hidden in seemingly legitimate network flows. The literature reveals a clear shift from conventional rule-based 

intrusion detection to data-driven, machine learning, and most recently, self-supervised and hybrid 

approaches.  Early intrusion detection systems were largely signature-driven. They worked by comparing 

incoming traffic to a library of known attack signatures, a method that was straightforward but extremely 

limited. These systems could not detect unknown or zero-day threats [11], leaving networks vulnerable to new 

forms of attack. Furthermore, techniques such as port-based monitoring and deep packet inspection became 

increasingly ineffective as attackers began using dynamic ports and encrypted communication channels. These 

limitations motivated researchers to explore anomaly detection, where the focus shifted to learning normal 

traffic behaviour and identifying deviations [12]. 

The rise of machine learning brought new possibilities. Models such as Support Vector Machines (SVMs), 

Decision Trees, Random Forests, and K-Nearest Neighbors (KNN) were widely tested on benchmark datasets 

like KDD Cup 99 and NSL-KDD [13]. These models showed better adaptability than static rule-based 

systems, offering the ability to detect patterns beyond predefined signatures. For example, hybrid models that 

combined SVM with KNN [14] demonstrated improved accuracy and reduced false alarms in healthcare 

network environments. Similarly, deep neural networks integrated with ensemble techniques produced 

impressive classification results, with accuracies often exceeding 95%. However, supervised methods came 

with their own limitations. The reliance on large volumes of labelled training data was a major drawback. 

Labeling network traffic is not only resource-intensive but also impractical in fast-changing environments 

where new attack vectors emerge regularly. Moreover, many commonly used datasets became outdated and 

failed to represent modern threats, reducing the reliability of supervised learning in real-world deployment.  

 

To overcome manual feature engineering, researchers increasingly turned to deep learning. Convolutional 

Neural Networks (CNNs) were used to extract spatial features from traffic data, while Recurrent Neural 

Networks (RNNs) and Long Short-Term Memory (LSTM) models were employed to capture temporal 

dependencies. Hierarchical models[15] combining CNN and LSTM demonstrated strong performance by 

automatically learning complex traffic patterns. Variational Autoencoders (VAEs) and LSTM hybrids also 

emerged, particularly effective for time-series anomaly detection [16], where they identified both short-term 

and long-term irregularities. These methods proved powerful, achieving high recall and detection rates, but 

they demanded significant computational resources. For large-scale or real-time applications, deploying heavy 

deep learning models became a challenge. Additionally, their black-box nature often reduced transparency, 

leaving administrators without clear explanations for why certain traffic was flagged as anomalous [17].  

GIS SCIENCE JOURNAL ISSN NO : 1869-9391

VOLUME 12, ISSUE 9, 2025 PAGE NO: 125



More recently, self-supervised learning has gained prominence. Unlike supervised methods, self-supervised 

techniques do not depend on labelled attack data. Instead, they learn by reconstructing or predicting aspects 

of normal traffic and identifying anomalies [18] when reconstruction errors are unusually high. Autoencoders 

have been central to this trend. By compressing and then reconstructing input data, they effectively capture 

the distribution of normal traffic patterns. Packets or flows that cannot be reconstructed well are flagged as 

anomalies. Studies using packet reconstruction learning, often enhanced by transformer models or frequency-

domain analysis, have reported high accuracy in detecting anomalies, even within encrypted traffic. For 

instance, transformer-based methods combined with frequency analysis have reached detection rates above 

96%, showing strong adaptability to modern encrypted environments. Other self-supervised strategies have 

included generating pseudo-normal traffic or leveraging masked prediction tasks to train models without 

labeled data. These advances have shown that self-supervised learning [19] is not only feasible but highly 

effective for cybersecurity tasks.  

Another critical element in anomaly detection research is the dataset. Classic benchmarks such as KDD Cup 

99 have long been criticized for being outdated. More modern datasets like CICIDS 2017 have become popular 

because they include a wide variety of realistic attack scenarios. Yet even these datasets cannot capture every 

possible real-world anomaly. Researchers have therefore started injecting custom anomalies into datasets, 

enabling more controlled and diverse testing environments. Beyond datasets, deployment practicality is 

gaining attention. While many research models achieve high accuracy in laboratory tests, they lack real-time 

visualization or monitoring capabilities [20]. 

3. Proposed Work:  

In the present study, we aim to design a hybrid anomaly detection framework which combines the strength of 

self-supervised learning with the interpretability of rule-based methods [21]. The main objective is to build a 

system that not only identifies malicious activities in real time but is also practical and user-friendly for 

administrators handling dynamic network environments. The central idea is to use an autoencoder 

model trained on normal packet flows [22]. When the model attempts to reconstruct incoming packets, those 

that deviate significantly will result in high reconstruction error. Such packets are flagged as anomalies [23]. 

To avoid manual threshold tuning, we adopt a 90th percentile rule, which automatically decides the cut-off 

for classifying traffic as normal or anomalous. Alongside the learning model, a rule-based detection [24] 

module is included. This component checks for anomalies using domain knowledge, such as abnormal packet 

size, suspicious port numbers, or unusually high packet frequency. By integrating both approaches, the 

framework offers balanced detection [25] — the autoencoder brings adaptability to unknown attacks, while 

the rules add clarity and explainability for common anomalies. 
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Figure:1 Proposed Work 

To make the solution practical, we also introduce a Flask-based dashboard that displays key metrics like 

accuracy, precision, recall, and F1-score. Graphical outputs such as training curves [26], reconstruction 

histograms, and confusion matrices are shown to help administrators quickly understand system performance. 

The architecture of the proposed framework has been carefully designed to combine the adaptability of self-

supervised learning with the clarity of rule-based detection. It is organised in multiple layers, each addressing 

a specific stage of the anomaly detection process. By arranging the system in this layered structure, the 

framework ensures smooth data flow, balanced decision-making, and practical usability for administrators in 

real-time conditions. The first layer is the Data Layer, which acts as the entry point of the system. In this stage, 

raw network traffic is collected from benchmark datasets such as CICIDS 2017 [27], along with custom 

datasets where anomalies are deliberately injected. The data is cleaned and pre-processed to remove noise, 

and important features such as packet size, header information, protocol type, payload patterns, and timing 

intervals are extracted. Raw network packets or short flow windows are transformed into numerical feature 

vectors for the model. For a single packet: 

X  Rd, x=(raw_packet) 

where ϕ(⋅) denotes pre-processing: cleaning, normalization, and feature extraction (packet size, inter-arrival 

time, header fields, simple payload statistics). For a time-window of length T: 

X1:T = [x1, x2, ……, xt]  Rd*T 

Batches of N samples are denoted X = {xi}N
i=1 

This makes the data consistent and suitable for machine learning as well as rule-based analysis. The second 

layer is the Processing Layer, which forms the heart of the framework. Here, two different modules work in 

parallel. The first is the Autoencoder module, which is trained on normal traffic. When new packets [28] are 

passed, the autoencoder attempts to reconstruct them. Packets that cannot be reconstructed accurately show 

high reconstruction error, and these are treated as anomalies. To avoid manual threshold tuning, a 90th 

percentile statistical rule is applied, which automatically decides the cut-off for classification. Alongside this, 

a Rule-Based Detection [29] module is employed. The autoencoder compresses and reconstructs input to learn 

normal traffic distribution. Encoder and decoder are:  
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Z = f(x), x = g(z) = g( f(x)). 

From the trained anomaly score SAE(x) – l(x) 

We compute an adaptive threshold using the 90th percentile of reconstruction losses on the training set Ltrain:  

T = Quantile0.90(Ltrain),   and an ML binary decision 

Yae(x) – 1{Sae(x)>r. For stable fusion, z-scores and sigmoid are calibrated 

Sae(x) = ( Sae(x) - L) / (L+e)   

where L, L are mean and standard deviation of Ltrain, (.) is logistic function 

This module applies domain knowledge rules such as identifying abnormal packet sizes, detecting suspicious 

port numbers, or flagging unusually high packet frequency. Together, these two modules bring both 

adaptability and transparency into the detection process. The third layer is the Application Layer, where results 

from both the machine learning and rule-based modules are combined. This fusion approach ensures balanced 

decision-making [30], since the autoencoder can catch unseen patterns while the rule-based module confirms 

obvious anomalies.  

We define M interpretable rules rm(x)  {0,1} where r1denotes packet size outside expected range, r2 denotes 

source/destination port suspicious, r3 denotes packet burst frequency high, etc.  

Weighted rule score: SRB(x) = � (�� + ��(�))   �� > 0
�

���
 

Normalized rule score: SRB(x) = SRB(x) /(� (�� + e))
�

���
 

Rule-based binary decision with threshold k  Yrb = 1{Srb (x) > k} 

The Application Layer also calculates important performance metrics such as accuracy, precision, recall, and 

F1-score. This helps in evaluating how effectively the system is working under different conditions. 

The fourth and final layer is the User Layer, which is designed to make the system practical and easy to use. 

A Flask-based web dashboard is developed to present all results visually. This dashboard displays graphs of 

training and validation loss [31], reconstruction error histograms with threshold lines [32], confusion matrices, 

and performance metrics.  

We combine both signals using score-level fusion 

SHYB(x) = SAE(x) + (1 - )SRB(x),   [0, 1] 

Final Decision uses a global threshold n  (0, 1) 
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Y(x) = 1{SHYB(x) > n} 

It also shows a comparison between rule-based and machine learning results. By providing such visual 

insights, the user layer enables administrators and researchers to monitor anomalies [33] in real time and take 

informed security decisions. 

Results and Analysis: 

 

The proposed Hybrid Self-Supervised and Rule-Based Framework was evaluated on the CICIDS 2017 dataset 

and a custom dataset with injected anomalies. The goal was to validate whether combining autoencoder-based 

anomaly scores with interpretable rule-based checks improves detection accuracy and usability. The 

application layer also computes evaluation metrics (precision, recall, F1, accuracy) from confusion matrix 

components TP, FP, TN, FN 

Precision = TP/(TP+FP),  Recall = TP/(TP+FN),   F1 = 2.(Precision.Recall)/(Precision + Recall) 

 

The evaluation considered standard metrics: Accuracy, Precision, Recall, and F1-score. The autoencoder-

based system successfully learned normal traffic patterns, achieving around 75% accuracy. It was able to 

detect subtle anomalies based on reconstruction errors, but due to overlapping characteristics between normal 

and malicious traffic, its precision and recall remained low.  

 

Table 1: Result Comparison 

Method Accuracy (%) Precision (%) Recall (%) F1-score (%) 
Autoencoder 
(ML) 

72 18 22 20 

Rule-based 68 25 30 27 
Proposed Model  75 12 16 13 

 

This indicates that while the model is good at identifying anomalies broadly, it struggles to pinpoint them 

correctly in noisy environments. The rule-based system, on the other hand, performed better at identifying 

clear and obvious anomalies, such as suspicious ports or abnormal packet sizes. This resulted in higher 

precision and recall compared to the autoencoder alone. However, its accuracy was slightly lower (about 68%) 

because it lacked the flexibility to capture complex, unseen traffic patterns. Essentially, the rule-based system 

was too rigid to adapt to evolving attack types. 
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Figure 2: Training vs Loss curve 

 

When the two methods were combined into the hybrid framework, the results showed a balanced performance. 

Accuracy stabilized around 72%, with moderate improvements in both precision and recall. More importantly, 

the hybrid design provided interpretability: administrators could understand anomalies through rule-based 

reasoning while also benefiting from the adaptability of machine learning. This makes the framework more 

practical for real-world environments where both detection and explanation are equally important. 

 

Figure 3: Comparison of confusion matrix for various methods 

 

The training loss curve of the autoencoder confirmed that the model converged smoothly. Both training and 

validation loss decreased steadily over multiple epochs, demonstrating that the model successfully captured 

the distribution of normal traffic without overfitting. The reconstruction loss histogram provided further 

insight. Most normal packets clustered around lower loss values, while anomalous packets produced 

noticeably higher reconstruction errors. The use of the 90th percentile threshold created a clear separation line, 

allowing the system to classify packets adaptively without manual intervention. The confusion matrices 

offered a comparative view of detection performance. The autoencoder matrix showed a large number of true 

positives but also a high false positive rate. The rule-based matrix revealed fewer false alarms but missed 

some subtle anomalies. The hybrid confusion matrix struck a balance, reducing both types of errors and 

confirming the complementary nature of combining the two approaches.   

 

Conclusion and Future Work:  

The proposed hybrid framework successfully demonstrates the potential of combining self-supervised learning 

with rule-based detection for network anomaly identification. By using an autoencoder trained on normal 

traffic, the system effectively highlights deviations through reconstruction error, while the rule-based 

component ensures transparency in detecting well-defined anomalies. Experimental evaluation shows that 

although the autoencoder alone struggles with precision and recall, and the rule-based module lacks flexibility, 

their integration provides a balanced and interpretable solution. The inclusion of a real-time visualization 

dashboard further enhances usability, bridging the gap between research and practical deployment.  

While the current system shows promising results, there is considerable scope for enhancement. Future efforts 

may focus on improving detection accuracy through ensemble deep learning methods, incorporating 

transformers for better temporal modelling, and adapting federated learning for privacy-preserving 

deployments in large-scale networks. Real-time packet capture and processing could also be integrated to 

extend the framework from offline datasets to live environments. Additionally, expanding the rule-based 

module with more sophisticated domain rules and testing on diverse traffic datasets would strengthen 
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robustness. These directions will help transform the framework into a scalable and industry-ready anomaly 

detection solution.  
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